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Abstract
In this paper, we will discuss the basics of Formal Language Theory (FLT), then analyze two recent papers (Jäger
2012; Fitch 2012) that discuss the connections between FLT and Artificial Grammar Learning (AGL). We will
then discuss the limits of this framework as a means of studying human language acquisition, and suggest some
possible directions for future work.

1. Introduction

Formal Language Theory (FLT) is a remarkably in-
terdisciplinary subject, in that it is hugely important
in at least three orthogonal academic fields: Com-
puter Science, Mathematics, and Linguistics. In Com-
puter Science, FLT is the foundation of Computabil-
ity Theory and Complexity Theory; in Mathematics,
it is fundamental to the study of Model Theory and
Logic; and in Linguistics, it is an important tool for un-
derstanding structure in many aspects of natural lan-
guages, such as phonology, morphology, and syntax
[LH18, Pud13, JR12].

Today, we will focus only on the applications FLT has
to the field of Linguistics. In particular, we will focus on
its utility in studying human language acquisition and
the syntactic structure of natural languages. We begin
by discussing the basics of FLT in an abstract context,
and use this as a lens through which to analyze two
contemporary papers ([JR12, FF12]) on Artifical Gram-
mar Learning. Finally, we will discuss the limitations
of FLT as a probe by which to measure neurolinguistic
processes, and offer some suggestions for other areas of
investigation.

1.1. Some Housekeeping

First, some brief notational notes. We will use △ to de-
note the end of a definition and/or theorem statement,
so as to make it easier for the reader to identify these
visually when scanning quickly through the paper. ∀
and ∃ are read as “for all” and “there exists”.

Now, some comments on style and sourcing. Unless
otherwise noted, all diagrams are produced by me, and
any non-canonical examples are my own. In the follow-
ing sections, if no explicit citation is given for a def-
inition/theorem/etc., it should be assumed that these
definitions are based on knowledge I have acquired in
my prior coursework. Finally, endnotes have been used
in lieu of footnotes, and little will be lost to the reader
who chooses to ignore them.

1.2. The Chomsky Hierarchy
“There’s this onion of concentric rings. If you
cut this onion open. . . it will make you cry.” -
Prof. Ran on the Chomsky Hierarchy.1

During the later half of the 1950’s, Noam Chomsky pub-
lished a series of revolutionary monographs building on

work done by Thue, Turing, and Post, in which he intro-
duced the idea of a generative grammar (defined below),
and classified families of such grammars into a contain-
ment hierarchy, as shown in Figure 1 [JR12, LH18]. The
impact of Chomsky’s work was twofold. First, it repre-
sented a philosophical shift in Linguistics away from a
purely Empiricist approach to one more closely resem-
bling the Rationalism of the modern scientific method
[Hor17]. That is, it drew a distinction between the-
ory and form and data and observation, and “[rejected]
methodological dualism” [Hor17]. Second, it brought
the force of exacting mathematical rigor to linguistic
theory, which has allowed the field of Linguistics to ben-
efit from theoretical advances in FLT ever since.

All Languages

Recursively Enumerable

Context-Sensitive

Context-Free

Regular

Figure 1: The Classic Chomsky Hierarchy

It is this second point that will be of particular in-
terest to us today. As we will see in Section (2), by
performing experiments on how people learn artificial
grammars, we can use results from FLT to infer about
the complexity of the neural architectures that handle
language processing in humans. But first, we will intro-
duce the FLT concepts that [JR12, FF12] build their
arguments on. Our treatment will be more mathemati-
cally rigorous than those given in the two papers listed
above, but will also be significantly terser. The experi-
enced reader should feel free to skip this section.
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Definition 1.1 (Kleene Star). Let Σ = {σ1, . . . , σn}
be a finite set of symbols. We refer to Σ as an alpha-
bet, and the σi as the characters (sometimes called “let-
ters”) of Σ. Denote the concatenation of two characters
σi, σj ∈ Σ by σiσj . Then we define the Kleene star of Σ
to be the set containing the empty string (denoted ε),
as well as all strings formed by concatenating finite se-
quences of characters of Σ. Elements of Σ⋆ are referred
to as words over Σ. △

It’s worth observing that our alphabet does not have
to correspond to the symbols {a, b, c, . . . , z}. Nor do
words have to correspond to what we typically think of
as “words”, as seen in the following example.

Example 1.1.1. Let Σ = {0, 1}. Then Σ⋆ is the set of
all binary strings. △

Example 1.1.2. Let Σ = {a, b, c, . . . , z}. Then up to
differences in capitalization, every English word is con-
tained in Σ. But note, not every word in Σ is a word of
English.

If we were to want Σ⋆ to contain all possible sentences
of English (or even, any string of sentences written in a
language that uses English orthography), we could sim-
ply add the set of all punctuation symbols (including a
space character) to Σ before taking Σ⋆. △

We will use the kleene star to define languages.

Definition 1.2 (Language over Σ). Let Σ be an alpha-
bet, and let L be a subset of elements of Σ⋆. Then we
call L a language over Σ. △

The definition of language given above is general to
the point of not being interesting. Hence, we want a way
to define a language L over a character set Σ such that
L has some amount of interesting structure. In partic-
ular, we want this structure to be finitely describable.
This is the motivation for defining a grammar.

Definition 1.3 (Grammar). Let Σ be an alphabet. Let
V = {V0, V1, . . . , Vk} such that V ∩ Σ⋆ = ∅. We will
refer to V as the set of variables. Now, suppose that
we have a set of production rules (denoted R), each of
which take the form

A → B

Where A and B are strings of symbols taken from Σ
and V , such that A contains at least one element of V
(this requirement made so that we can’t arbitrarily re-
place some given symbol σi with another symbol σj —
we need a variable in order to be allowed to replace any-
thing). Finally, suppose we have some variable S ∈ V
that we’ve selected as the “start” state (i.e., ∃ a rule
of the form S → α). Then we call G = (Σ, V, R, S) a
grammar over Σ. △

Definition 1.4 (Language of a Grammar). Let G =
(Σ, V, R, S) be a grammar. Then we call the language
of G the set of all strings in Σ⋆ derivable in a finite se-
quence of steps by applying the rules of R starting on
S. We denote the language of G by L(G). △

Example 1.4.1 (A canonical example). Let G =
(Σ, V, R, S), with Σ = {a, b}, V = {S}, and R by

S → aSb and S → ε.

Then L(G) is the set of all strings of the form anbn,
where an means concatenating n copies of a together:

an = aa · · · aa︸ ︷︷ ︸
n times

△
The Chomsky Hierarchy classifies certain classes of

grammars relative to a notion of the “complexity” of
the languages they generate. We will introduce these
concepts in a significantly abridged version of the treat-
ment given in [JR12, FF12].

Definition 1.5 (Regular Grammar). Let G =
(Σ, V, R, S) be a grammar. Suppose that every rule of
R is of the form

A → σ or A → Bσ

where A, B ∈ V and σ ∈ Σ ∪ {ε}. Then we say G is
left-regular. Similarly, if every rule of R is of the form

A → σ or A → σB

we call G right-regular. If G is left-regular or right-
regular, then we call G an regular grammar, and L(G) a
regular language. △

As we can see, regular languages are heavily con-
strainted. For instance, the language generated in Ex-
ample 1.4.1 cannot be generated by a regular grammar.

Definition 1.6 (Context-Free Grammar). Let G =
(Σ, V, R, S) be a grammar. Suppose that every rule of
R is of the form

A → B

where A ∈ V , and B is some string formed by concate-
nations of Σ∪V . Then we call G a context-free grammar,
and the language L(G) a context-free language.
Note, the essential part of this definition is that A is a
single variable of V , and contains no elements of Σ. △

Context-Free grammars are significantly more power-
ful than regular languages. For instance, Example 1.4.1
is trivially generatable by a context-free grammar.

Definition 1.7 (Context-Sensitive Grammar). Here,
we’ll give the definition found in [D’S16]. Let G =
(Σ, V, R, S) be a grammar. Suppose that every rule of
G is of the form

αAβ → αβ,



3 Forest Kobayashi

where α, γ, and β are arbitrary concatenations of sym-
bols in Σ, V , with the only requirement being that γ
is nonempty. Note that α, β can be empty, however.
Of course, a language generated by a context-sensitive
grammar is said to be a context-sensitive language. △

Finally, we have the recursively enumerable lan-
guages.

Definition 1.8 (Unrestricted Grammar). We follow
the definition in [Gal04], modifying it to follow our con-
ventions. Let G = (Σ, V, R, S) be a grammar. Suppose
that every rule of R is of the form

α → β

where α, β are formed by concatenating elements of Σ
and V , and α contains at least one variable in V . Then
we call G an unrestricted grammar, and the language
L(G) a recursively enumerable language. △

Unrestricted grammars are quite powerful. In fact,
every possible computer program can be expressed in
terms of a unrestricted grammar. Conversely, a first
benchmark for any new programming language is tur-
ing completeness — that is, if the language were not
constrained by physical limitations (e.g., finite memory,
etc.), it could fully simulate any unrestricted grammar.

The Chomsky Hierarchy orders the languages gener-
ated above by containment. In a coarse sense, each tier
to the hierarchy corresponds to a sense of the “com-
plexity” of the system required to properly parse the
grammar [LH18]. Additionally, one might notice that
Figure 1 displays an additional level to the hierarchy
— namely, the set of all languages. Indeed, this is in-
tentional — there are languages that are simply not
constructable using a grammar. The proof of this fact
is a beautiful piece of mathematics employing Cantor
diagonalization, but which we will not discuss here. In-
stead, we will simply summarize this in the following
theorems, which we offer without proof:

Theorem 1.1 (Containment). Let ⊂ denote proper
containment. That is, if A ⊂ B, then every element
of A is in B, but ∃b ∈ B such that b ̸∈ A. Let Σ be an
alphabet. Then

{L | L is regular} ⊂ {L | L is context-free}
⊂ {L | L is context-sensitive}
⊂ {L | L is recursively enumerable}
⊂ Σ⋆. (*)

△

Theorem 1.2. Each of the containments before (*) cor-
responds to an increasing level of complexity in the com-
putational scheme required to simulate the grammar.
However, the last containment (*) is special — the

Church-Turing Thesis asserts that no “reasonable” com-
putational model can perform arbitrary computations
for the non-recursively enumerable languages. The in-
terested reader is referred to a textbook on computability
theory for further exposition. △

The regular languages are decided by Discrete Fi-
nite Automata (DFAs), context-free languages are de-
cided by Pushdown Automata (PDAs), context-free
languages are decided by Linear Bounded Automata
(LBAs), and recursively-enumreable languages are rec-
ognized by Turing Machines (TMs).2

Now, we’ll discuss FLT’s relationship to natural lan-
guages.

1.3. Natural Languages

At first glance, Natural Languages might seem very dif-
ferent from formal languages. For one thing, formal
languages are just collections of symbols with no di-
rectly ascribed meaning, unlike natural languages. But
we can address this problem by simply restricting our
focus to syntax, disregarding pragmatics for the time
being (we’ll return to this later). Under this restriction,
formal languages actually perform quite admirably in
modeling language [JR12].

Recall the following basic rules from our syntax unit:
when parsing a sentence, first begin with the start
symbol S, then apply the rule S → NP VP, then
NP → Det N, and so on [DoL16]. From the definitions
above, it should now be clear that these correspond di-
rectly to rules in a formal grammar, where the alphabet
is the set of all English words together with punctua-
tion. We might wonder where this grammar falls on the
Chomsky Hierarchy. At first, we’d be tempted to point
to the existence of rules of the form S → NP VP as evi-
dence that the language is not regular — after all, there
are two variables on the right-hand side of the rule. But
this is not necessarily true. It could be that the gram-
mar rules given in [DoL16] are reducible to a regular
grammar, by the addition of new variable symbols.

Thankfully, we need not wonder. In the 1950’s, Noam
Chomsky showed that English syntax is indeed not-
regular — that is, the grammar contains rules that can-
not be reduced to those of a regular language [JR12].
Thus, English requires at least a context-free grammar
to parse properly. Similar arguments can be applied to
other natural languages. In fact, “most researchers now
agree that human languages require ‘mildly context-
sensitive’ grammars” [FF12]. This is a very important
result. Since DFAs (the parsing model for regular lan-
guages) cannot parse context-free grammars, let alone
context-sensitive grammars, this tells us that a model
for the neural architecture of the human brain must at
least have some of the characteristics of a PDA. In par-
ticular, PDAs require access to some form of working
memory in which results can be stored and later re-
trieved [JR12]. This is the focus of the two papers we’ll
examine today.3
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2. Summary of Papers

We will analyze the following papers:
(a) Gerhard Jäger and James Rogers. Formal

language theory: refining the Chomsky hierar-
chy. Philos. Trans. R. Soc. Lond. B Biol. Sci.,
367(1598):1956, Jul 2012

(b) W. Tecumseh Fitch and Angela D. Friederici. Ar-
tificial grammar learning meets formal language
theory: an overview. Philos. Trans. R. Soc. Lond.
B Biol. Sci., 367(1598):1933, Jul 2012

In truth, much of the more challenging summary work
has been done already in our discussion of the Chom-
sky Hierarchy (our two papers both spent ˜9-10 pages
detailing these results). Hence, in this section, we
will focus primarily on the interesting applications they
describe, namely those concerning Artifical Grammar
Learning, which is summarized below from [FF12].

Definition 2.1 (Artifical Grammar Learning). Artifi-
cial Grammar Learning (abbreviated as AGL) is a fam-
ily of experimental techniques for examining the mech-
anisms of human language acquisition, and theories of
learning in general (it should be noted here that these
techniques in fact can be extended to studies involv-
ing other species, but these experiments have been less
standardized) . The general idea is this:

(a) An artifical grammar is constructed by choosing
some alphabet Σ and some rule set R.

(b) Participants are shown valid strings generated by
the grammar for brief periods of time, and asked
to type them up. They are not informed that the
strings follow any set pattern.

(c) Later, the participants are informed that there
was an underlying pattern to the strings, and
are asked to judge whether new input strings are
grammatical or not.

Participants in such studies typically perform signifi-
cantly better than would be expected if they were sim-
ply guessing. Furthermore, if participants are never
told that there exists an underlying pattern to the
stimuli, they still display preference for grammatical
strings. △

We summarize some details particular to each paper
as follows:

2.1. Particulars of [JR12]

The authors of [JR12] spend some considerable time
working within the framework of FLT to refine the
Chomsky Hierarchy, particular in the sub-regular
regime (i.e., languages that do require the full power
of a regular grammar to be generate). In particular,
they use the formalism of automata theory to demon-
strate classes of strings that could be used in AGL ex-
periments to test parsing of sub-regular languages, and
use machinery from the mathematical field of Model

Theory to show that any neural architecture capable of
performing such a task must necessarily be of a certain
complexity. Finally, they describe methods of struc-
turing trials such that researchers can better guarantee
that the subjects being tested are learning the correct
grammar, and not a simpler one that just resembles it.

2.2. Particulars of [FF12]

In terms of theoretical tools, the authors of [FF12] de-
scribe experimental procedures by which researchers
could better control for cases when lower-order com-
putational schemes can approximate higher-order ones
(e.g., a DFA might be able to approximate the behav-
ior of a PDA on a small string set with 80% accuracy).
However, the bulk of the paper focuses on an analysis
of results from neurological studies involving AGL. Of
particular interest were the following:

(a) The role of Broca’s region in processing syntac-
tic complexity (conclusion: while the particulars
of each of the leading linguistic theories explain-
ing the observed behavior might differ, they all
require that the brain be more powerful than a
DFA).

(b) fMRI data suggests that Broca’s region “supports
the processing of structured sequences, and of
supra-regular sequences in particular.”

(c) Further neurological data appears to demonstrate
that AGL studies most closely resemble the L2
learning process, rather than the implicit gramat-
icallity judgments made by an L1 speaker.

(d) Phylogenetic analysis shows that some of humans’
close evolutionary relatives that underperform in
AGL tasks have key structural differences in some
portions of the brain, suggesting that said regions
play an important role in processing more com-
plex syntactic structures.

(e) Finally, they discuss probabilistic models of syn-
tax.

We now offer some analysis, primarily on the limitations
of FLT as a tool in AGL studies.

3. Analysis

We will discusses strengths of both papers together,
then comment on implications to linguistic theories, and
finally give some criticisms.

3.1. Strengths

Both papers do an excellent job at employing abstract
mathematical machinery in an appropriate manner (this
is a strength of [JR12] in particular). Theoretical results
are given a degree of rigor appropriate for the scope of
the papers, and in most cases, definitions are given care-
fully, and edge cases are appropriately addressed.

While the reader might be concerned that this not
so much a comment on the strength of the authors’ ex-
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position on linguistics as it is might comment on their
exposition on mathematics, we argue that this is not the
case. While of course the primary focus of the papers
should rest on linguistic theory, it is imperative when
applying mathematical tools that one preserve the rigor
with which they are defined.

This is because the main strength of mathematics as
a tool for the natural sciences comes from its rigor. Us-
ing abstract mathematical tools, theories can be for-
mulated precisely, as can their failure conditions. As
such, whenever it is appropriate, presenting theories in
the language of formal mathematics enables researchers
to more easily translate said theories into well-designed
experiments that minimize confounding factors. Again,
we want to stress that this is not always the appropriate
approach — but in the context of syntax and cognitive
complexity, it is certainly a natural path to pursue.

A particular strength of [FF12] (which [JR12] did not
pursue) is its emphasis on employing real-world data
from modern brain scanning techniques to support the
legitimacy of the theories presented. We will discuss
this further in the comparisons section.

3.2. Impact
As we have discussed the ramifications of AGL in mul-
tiple previous parts of the paper, we will stay concise
here and opt for a summary in lieu of a full analysis.

The techniques of Formal Language Theory are a par-
ticularly apt tool with which to analyze cognitive com-
plexity of the human brain. In particular, they provide a
non-invasive tool with which to study syntactic process-
ing and L2 acquisition, while simultaneously encoding
a relatively high degree of meaningful results for theo-
retical linguistics. This makes AGL tools an important
method for studying syntax, and hence for developing
better Natural Language Processing tools in computa-
tional linguistics.

3.3. Criticisms
While FLT has certainly cemented itself as a lasting
tool for studying the syntactic structure of Natural Lan-
guages, it has a crucial flaw: fundamentally, it ignores
all semantic meaning contained in sentences (and fails
even more drastically when applied to utterances in-
stead). For the purposes of determining a crude lower
bound on the complexity of language processing in the
human brain, this is not as much of a concern. However,
it might prove difficult to tighten this bound in future
work without more complex models. We will describe
two possible ideas for further work in this direction.

First, we should note that when parsing a sentence of
a natural language using FLT, the symbols that we sub-
stitute (e.g., S → NP VP) represent classes of words,
not words themselves. As such, it would be desirable to
create experiments in which participants are trained on
sentences involving categories of words (instead of sim-
ple AnBn patterns), and test gramaticallity judgments
in such contexts. Of course, this would require a much

longer training and testing period, but this would more
closely resemble the abstract inferences that language
learners must make to master speech.

A more ambitious task would be to try and incor-
porate considerations of semantics and pragmatics into
AGL studies. Traditionally, FLT has ignored any and
all semantic meaning of the sentences in question (in-
deed, this an axiomatic premise of FLT). However, since
language is fundamentally communicative in nature,
it would be desirable to create experiments in which
the artificial grammars encode some degree of semantic
meaning, and test subjects’ performance on identifying
combinations of gramaticallity and felicity. But first,
we need to develop a formal mathematical theory akin
to FLT that will aid in accomplishing this task. One
tool that might offer a step in the right direction is
the mathematical subject of Category Theory, together
with some form of statistical model. While we will not
get into details here, we will offer a sketch of why it
might be useful.

Recall the following ambiguous sentence we covered
in class: “The man saw the dog with binoculars”. This
sentence is structurally ambiguous — a priori, we do not
know whether the man is using the binoculars to see the
dog, or whether the man saw a dog, and in particular,
he saw the dog that had binoculars. However, we know
that the former is much more likely — first, binocu-
lars are objects whose primary purpose is to be used to
see things, hence we suspect “with binoculars” applies
to the verb “saw”, and second, it is hard to imagine a
plausible scenario in which a dog would be in possession
of a pair of binoculars. By contrast, if the sentence read
“the man saw the birdwatcher with binoculars”, things
would be much more ambiguous, as birdwatchers are
frequently in posession of binoculars. Hence, there is a
sense in we expect “with binoculars” to only apply to
certain categories of objects. While this kind of excep-
tion can be treated by simply refining the granularity of
the parsing grammar one employs, it is not necessarily
the most natural approach.

Perhaps a better example would be the following fa-
mous sentence “colorless green ideas dream furiously”.
While syntactically correct, it has no easily discernable
semantic meaning. “Colorless” and “green” appear to
be mutually contradictory, unless “green” is interpreted
as meaning “new at”, “environmentally friendly”, or the
like. But even then, it is unclear how any of these could
be descriptors for the noun “ideas”, and so on. Sen-
tences like this indicate that semantics and syntax are
not the same thing.4

Here, the perspective of Category Theory might be
useful. Essentially, the development of Category The-
ory was motivated by the observation that oftentimes
in mathematics, studying functions between objects is
a useful way of gaining rich understandings about the
structures themselves. The fundamental objects of Cat-
egory Theory are Categories, which are defined by a
set of objects (for now, think of these as collections of
words), together with functions (also called morphisms
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or maps) between these objects, such that laws of com-
position are satisfied. One way this could be applied
is by thinking of words in a sentence as functions that
modify other words in the sentence.5

For instance, the word “green” could be thought of
as an alias for many different functions (one for each
semantic definition of “green”), and takes as arguments
the appropriate category of words it can modify (note
that this input is particular to the definition of “green”
in use). The output, say “green car”, is now an object
that lives in the category of noun phrases. However,
there is still ambiguity — “green car” could mean “eco-
friendly car”, or “car that is green in color”. Thus, while
parsing further through the sentence, we would look for
other words modifying the phrase “green car” that re-
quire one type of argument, and not the other (e.g.,
“the lime green car”. Here, “lime” can only be applied
to “green car” if “green car” is in the category “cars that
is green in color”). Using Category Theory, it might be
possible to tie semantic meaning to syntactic validity in
this way.

4. Comparison of Methodologies

Again, we will be brief here, as both of the papers
we analyzed were largely theoretical. Whereas [JR12]
focused mainly on theoretical results and methods of
improving future experiments, while [FF12] presented
some meta-analysis of data from neurological experi-
ments. As such, a direct comparison of methodologies
feels a little inappropriate. However, it is worth saying
that this gives the discussions of cognitive complexity
in [FF12] some amount of empirical legitimacy, which
[JR12] lacks.

5. Discussion

In this paper we provided a rigorous introduction to
formal language theory, and provided analyses of [JR12]
and [FF12]. These articles dealt with the applications of
formal language theory to artificial grammar learning,
and showed such methods can serve as robust tools by
which to measure neurological complexity in syntactic
processing. In the latter portion of the paper, we dis-
cussed the potential applications of Category Theory to
the problem of incorporating semantics and pragmat-
ics into such studies, and how one might design AGL
experiments to more closely resemble natural language
processing.

Notes

1In all fairness to Prof. Ran, this was quickly followed with
“No! It will make you smile! It’s beautiful! It’s a beautiful onion!
It’s a beautiful onion!”

2For all intents and purposes today, “recognize” and “decide”
mean the same things, but as technical terms, they are not equiv-
alent.

3We are glossing over some technical details about memory
constraints in PDAs (in particular; PDAs have infinite access to
what is known as “stack” memory). These concerns are certainly
valid, and should not be discounted, however they escape the
scope of our current analysis. We refer the reader to §3 of [FF12]
for more details.

4Note, of course, that this does not necessarily mean that they
are disjoint, just that they are not identical.

5This in itself is not necessarily a new idea — see the concept
of a Categorial Grammar.
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